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Abstract

Our society strongly depends on critical information infrastructures such as autonomous
vehicles, blockchain applications, IoT infrastructures, etc. Because of the complexity of
these systems, guaranteeing that they operate in a correct and timely fashion is hard to
achieve. In this abstract, we present a logical framework that allows reasoning about timing
properties of such systems, and demonstrate its applicability through a series of examples.

Temporal Logic Temporal logic is used to describe and reason about the behavior of sys-
tems over time. A prominent example of such a logic is Timed Propositional Temporal Logic
(TPTL) [4, 1, 2], an extension of Linear Temporal Logic (LTL) [6] with explicit clock variables
that facilitates reasoning about time-bound properties. TPTL has notably been extended with
past operators (TPTL + Past) in [5], which allows for reasoning about both past and future
events, as well as quantifiers in [1]. Other “timed” temporal logics have been proposed such
as Timed CTL [3, Sec.9.2], which most notably extends CTL with clocks and constraints on
clocks, and for which model checking algorithms exist. We focus here on designing a calculus
for a variant of TPTL + Past with quantifiers, which is fully formalised in Agda.

The syntax of TPTL is as follows, where U and () are the usual “until” and “next” LTL
operators; p is an atomic proposition; z is a clock variable; ¢ € Q; ~ € {<, <, =,>, >} allows
comparing two time expressions; and the “freeze” formula x - ¢ binds the current time to z in ¢:

o = plene|¢|leUp|Qplz~c|lz-p

Temporal operators such as “eventually” and “always” are defined as usual: Q¢ := true U ¢
and Oy = —0—p. Using the “freeze” operator, one can then capture that the formula ¢
eventually occurs by “time” ¢: x-O(x < ¢ A ). To understand this, let us consider the semantics
of a subset of TPTL, given in terms of a mapping p = (o, 7) from N to states, where a state is
the pair of a valuation on atoms and a timestamp, a ¢ € N, and a variable valuation v:

p,ivEeUY = Jj>i(pj,vEY)AVEkEI[i,]).(p, kv Ep)
phvlEr~e <= 1 —vx)~c

pihvET-9 = pivreT]Ee

The semantics of = - O(x < ¢ A ¢) w.r.t. p,i,v states that there exists a time 7; at which ¢ is
true, for some j > i such that 7; < 7; +c.

Our Calculus We now present an extension of TPTL + Past, with quantifiers, a more general
comparison operator, a “discrete” semantics, and a sequent calculus.

The syntax of this calculus is as follows (some operators are omitted for space reasons),
where S and Y are the “since” and “yesterday” past counterparts of U and (); the Data
type is used to capture the information exchanged between agents; ¢ ranges over a set of agents
Agent; d ranges over a set of data Data; A ranges over a set of sets of agents Agents; an atom
a is either an atomic proposition p, or a “send” atom send(s, d, A) stating that agent ¢ sent the
data d to the set of agents A, or a “receive” atom recv(i,d, j) stating that agent i received
the data d from agent j, or an “internal event” atom inter(i,d) stating that d happened at
agent 7. It can be observed that the set of comparison operators only includes strict less-than
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and equality, unlike TPTL’s operators. This is because the remaining operators can be defined
using these two along with conjunction and disjunction, thanks to the fact that our comparison
operators are not dependent on the current time.

e = aleheleVel-p|leUp|OpleSe|Yel|t~t|z-o|Vu:To|[Tu:Te
T := Agent | Agents | Data ~ o= < =
t o= xz|0|tet]s(t) a == p|send(i,d,A)|recv(i,d,j) | inter(i,d)

Let us now adapt and extend TPTL’s semantics to our calculus. There, formulas are
interpreted w.r.t.: (1) a timestamp ¢; (2) a function r from timestamps to states, called a run;
(3) an interpretation function 7, which given a state and an atom, captures whether the atom
is true in that state; and (4) a variable valuation (we only present a subset for space reasons):

mrtuEa = 7(r(t))(a)
mrtvE @Sy — W <t(mrtivEY) AV e ' t].(m,rt" v @)
mrtvEYe <— t>0andm,rt—1lvEp
T, Tt ': t1 ~ to <= Htl]]v ~ [tg]]v
mrtvET-@ = mrtulz—tlEe
mrtoEYu: T << mnrtou—z]Eforall ze[T]
%g]]}}” i g(x) [Agent] := Agent
v =
T [Agents] := Agents
[t e t2]u := " [t1]o + [t [Data] := Data

[s®l = [t +1

Thanks to the more general comparison operator, a time bounded version of the ¢ operator
can now be defined in a more straightforward way: O:p :=z-0(y -y < x o t A ), stating that ¢
happens sometime in the future by “time” ¢ (where t; < to stands for t; < to V t; = t2).

Several proof systems have been proposed for LTL-like logics. However, the until operator is
known to pose difficulties. A labeled Natural Deduction system was proposed in [7] to circum-
vent those difficulties. Simplifying and generalizing that system, we propose a labeled sequent
calculus that allows reasoning about until and timing properties using the same machinery. We
show below the until rules, which illustrate key aspects of our calculus:

IHt<ty Thyov Tt<zr<tib,o UR It <z, (¥) ()% F, v

UL
F'_t‘pr F7(90U1/})t|_t17

A sequent is of the form I" k- ¢, stating that ¢ holds at time t in the context I'. An hypothesis
is of the form (¢)", where r is a time annotation, which can either be: (1) a time expression t,
(2) a time interval such as [t1,%2] or [t1,t2), or (3) an “empty” annotation stating that the
hypothesis holds at all times. The UR rule states that for ¢ U to be true at time ¢ it must
be that there exists a time ¢; greater than ¢ at which 1 holds, and that ¢ holds between ¢
and ¢;. The UL rule states that if p U is true at time ¢ then there must be a time z (a
variable) greater than ¢ at which ¢ holds, and ¢ must be true between ¢ and x.

Let us illustrate this calculus through a straightforward example where all nodes are correct
and communication is synchronous, ensuring that all sent messages are received within a time
interval T, captured by the following formula (if an agent sends a message d at time ¢ to a
group, all members of that group will receive the message by time ¢ + T'):

Va : Agent.Vd : Data.VA : Agents.Vb: Agent.[J(send(a,d, A) — Or(b € A — recv(a,d,b)))
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Additionally, we assume that any information received by a node is immediately shared with
other node (whenever an agent b receives a message, it immediately sends it to the set of nodes
containing only c¢):

Va : Agent.Vd : Data.Vb : Agent.Vc : Agent.[((recv(a,d,b) — send(b, d, {c}))

Using our calculus, from the above assumptions, one can then derive the following formula,
stating that if a node a sends a message d to node b, then ¢ will also receive d before 27"

Va : Agent.Vd : Data.Vb : Agent.Vc : Agent.send(a,d, {b}) = Oar(recv(b,d,c))

Based on this calculus, we now plan on designing a type system tailored to the unique de-
mands of distributed systems, aligning type-based constraints with the above logical framework.
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