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Abstract

The relationship between effect calculi and focused logics has been extensively studied
through their shared notion of polarization. We contribute another data point by extending
Zeilberger’s higher-order focused logic of delimited continuations to subsume the type
structure of the enriched effect calculus. Then, we report ongoing work on modelling the
linear usage of state via the interaction between the linear state monad and linear lenses.

Polarized calculi arise both as internal languages to adjunction models of effects [5] and
as term assignments to focused logics [3]. The former, involving an adjunction between two
categories, assigns a polarity to a type by the category from which it originates. In the latter,
polarization arises from the assortation of logical rules on the basis of (non)invertibility, i.e.,
whether their application during proof search may require backtracking. The correspondence
in type structure typically extends to terms and equational theories—for example, see Rioux
and Zdancewic [20].

To phrase the question of interest, stated in the next paragraph, let us spell out the relation-
ship between call-by-push-value (CBPV) [11] and focused intuitionistic logic [13, 21]. From the
point of view of focusing, positive and negative types are allowed to respectively be right- and
left-noninvertible. Dually, they must respectively be left- and right-invertible. This gives rise
to four judgments: either inversion or focus on the left- or right-hand side of the sequent, each
concerned with the iterated application of invertible or noninvertible rules. Modulo antecedent
polarity [10], non-complex values and computations correspond to right focus resp. inversion
terms. Non-complex stacks arising from the CK-machine semantics of CBPV [12] coincide with
the left focus terms from weakly focused [22] intuitionistic logic.

Linearity in the enriched effect calculus (EEC) [7] arises by internalizing complex stacks via
the linear function space, i.e., by reading a stack as a computation homomorphism. Unfortu-
nately, the previous analogy appears to break down with the EEC when naively presented as
a sequent calculus: the value types of (non)linear functions are not left-invertible. Moreover,
the copower and computational sum types are not right-invertible. One solution is to decouple
linearity from effects as Curien et al. [5] do with their effect calculi, which remain faithful to
the focusing properties of intuitionistic linear logic, and whose models subsume those of the
EEC. We approach the problem from a different angle: is there a judgmental reformulation of
focused intuitionistic logic that can be retrofitted with linearity as conceived by the EEC?

Zeilberger lays the groundwork for a positive answer with the higher-order focused logic
[23, 25] of delimited continuations [26]. Under higher-order focusing, inversion terms are met-
alevel maps out of focus terms. Not only are the derived logical rules trivially invertible, but
admissibility of cut and identity is immediate. From there, our contribution is to “backpatch”
into the logic the EEC connectives in question. Formally, fix right and left focus judgments [P ]
and N > P where P and N are positive and negative types. Then, the inversion judgments
Γ ⊢ P and Γ ⊢ N are defined by the top row of inference rules in Figure 1 using the metalevel
function space (⇒). In particular, a right inversion term is a stack-passing value parametric in
the positive answer type; note that a negative answer type as in weak focusing would produce a
circular definition. The formerly “problematic” connectives are given logical rules in the second
and third rows of the same figure, renaming the positive (→) to (⊃), I to 1 (not to be confused
with 1, the positive unit), (+) to (⊕), and (⊕) to (`).
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index sets S = {ℓ, k, . . .}
positive types P,Q := P ⊃ Q | 1 | P ×Q | ⊕{ℓ : Pℓ}ℓ∈S | N ⊸•P | N ⊸ O

negative types M,N,O := P → N | 1 | P ⊗N | `{ℓ : Nℓ}ℓ∈S | &{ℓ : Nℓ}ℓ∈S

types A := P | N
contexts Γ := · | Γ, P
judgments := [P ] | N > P | Γ ⊢ A | N ≫ O

[P ]

· ⊢ P

[P ] ⇒ Γ ⊢ Q

Γ, P ⊢ Q
for all P : N > P ⇒ Γ ⊢ P

Γ ⊢ N
for all P : O > P ⇒ N > P

N ≫ O

[P ] ⇒ [Q]

[P ⊃ Q]
⊃R

N > P
[N ⊸•P ]

⊸•R N ≫ O
[N ⊸ O]

⊸R
[P ]

1 > P
1L

[P ] ⇒ N > Q

P ⊗N > Q
⊗L

{Nℓ > P}ℓ∈S

`{ℓ : Nℓ}ℓ∈S > P
`L

N ≫ O O > P

N > P cut≫
N ≫ M M ≫ O

N ≫ O
cut−−

Γ ⊢ N N > P

Γ ⊢ P
cut>

Γ ⊢ N N ≫ O

Γ ⊢ O
cut≫

Γ ⊢ P Γ, P ⊢ A

Γ ⊢ A cut+ Γ, P ⊢ P id+ N ≫ N id−

Figure 1: Types, Judgments, and Selected Rules

The first step toward the linear function space is to note that the positive type ( ⊸• ), which
internalizes stacks, can be read as a generalized negation. To recover the negative codomain,
our core observation is to define a new judgment N ≫ O, internalized by the positive type
N ⊸ O, by applying contraposition, i.e., N ⊸ O ≃ (O ⊸•P ) ⊃ (N ⊸•P ) parametrically in P .
The resulting terms are stack transformers [8] related to the where construct of complex stacks
but opposite to linear continuation transformers [4].

On the one hand, this calculus subsumes the type structure of the EEC, but also diverges
in the term assignment. On the other, we also depart from Zeilberger [26] by omitting explicit
pattern variables and have the shift modalities between polarities ↓N ≜ 1 ⊸ N and ↑P ≜ P⊗1
be definable rather than be primitive. In terms of metatheory, the expected cut and identity
rules are immediately admissible—indicated by double lines, they are enumerated in the last
two rows. For example, each cut rule amounts to function composition in the metatheory. One
goal of this talk is to solicit feedback concerning the denotational and categorical semantics of
this calculus; under defunctionalization, we review an option in the related work.

One practical and initial motivation of this work concerned tying stacks to the linear usage
of state [17] by way of lenses. In particular, the type of linear lenses [19] N ⇝ O, representing
a functional reference of type O within the type N , is definable as N ⊸ ((O ⊸ N) ⊗ O). As
do Møgelberg and Staton [17], we can first define the linear state monad in P as StateN (P ) ≜
N ⊸ P ⊗ N where N is the state type with the associated operations. From there, we can
define a function of type (N ⇝ O) ⊃ StateO(P ) ⊃ StateN (P ) that lifts mutations of an O-state
into those of an N -state. However, we unsuccessfully attempted to systematically generate
linear lenses by the structure of N , i.e., by converting N ⊸•P to N ⇝ ↑P . Looking forward,
we are interested in resolving this issue as well as in determining the formal relationship of this
calculus to its contemporaries (see below).
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Related Work L-calculi [6, 18] and their descendant effect calculi [5] are related to higher-
order focusing under defunctionalization [24], dualizing the exposition: reduction is a priori
and the observation about inversion terms mapping out of focus terms is derived. Thus, it
should be possible to determine the exact relationship between the presented calculus and the
models of ops. cit. Separately, Zeilberger’s original presentation [26] included type variables
to enforce parametric use of answer types; if internalized, the resulting calculus would be
comparable to polymorphic CBPV [20] with first-class stacks and stack manipulation [16, 9].
Lastly, an extension to dependent types would draw a correspondence to eMLTT [2, 1] and
other polarized/focused dependent type theories [14, 15].
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